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Abstract—While Large Language Models (LLMs) have strong
natural language understanding capabilities, they continue to face
significant challenges in solving complex computational problems.
In this position paper, we argue that a core limitation lies in the
underdeveloped ability of LLMs to generate and explore diverse,
meaningful problems while solving them with deeper reasoning. To
address this gap, we introduce the concept of Generative Problem
Solving (GPS) that emphasizes the capability of LLM for solving
problems that require algorithmic reasoning.
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I. INTRODUCTION

This paper introduces Generative Problem Solving (GPS) that
has the capability of solving computational problems and
generating new problems. For problems that GPS cannot solve,
it can learn from solutions provided by the user. While GPS and
generative Al deal with the act of “generation,” GPS narrows
the notion of “generative” to focus on computational problems
and problem solving. In contrast, generative Al more broadly
targets the creation of novel outputs that mimic or extend
existing data patterns extracted from texts and multimodal data
[1]. GPS solves new computational problems by systematically
creating them and solving them step by step, as well as
increasing transparency so that users can follow the reasoning
path. With user-in-the-loop, GPS may significantly boost
machine’s learning curve and solution quality.

Despite the impressive natural language understanding
capabilities of Large Language Models (LLMs), significant
challenges remain in their development, particularly their
limitations in solving complex problems that require logical
reasoning or computational algorithms. LLMs currently lack the
capability to explore the full range of possible problems and fail
to ensure the correctness of solutions by providing concrete,
step-by-step reasoning processes. GPS aims to bridge this gap
by empowering LLMs with advanced problem-solving
capabilities.

II. LARGE LANGUAGE MODELS

The current large language models (LLMs) are built on
transformer architectures [2]. Transformers function as next-
word predictors: given a user prompt as the context, the LLM
iteratively predicts the next word and appends it to the existing
context. Our research uses the state-of-the-art Llama3.3 model
[3] for experiments. Models like Llama3.3 have demonstrated
strong natural language understanding and general question-
answering capabilities, as evidenced by their performance on
established benchmarks such as GLUE (which evaluates
linguistic comprehension across diverse tasks [4]), SquAD (a
reading comprehension dataset for contextual question
answering [5]), and TriviaQA (which assesses open-domain
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question answering [6]). Our objective is to further enhance the
problem solving and reasoning abilities of LLMs.

III. GENERATIVE PROBLEM SOLVING

GPS, as a problem solver, comprises three core components:
problem-solving, new problem generation, and learning from
user solutions. We argue that the ability of systematically
generating new problems and learning from user-provided
solutions enables the expansion of GPS’s knowledge base to
serve as a solid foundation for addressing similar problems.

In this position paper, we highlight some key limitations of
current LLMs, including their underdeveloped reasoning
abilities, their tendency to overlook unsolvable problems, and
their limitations on performing planning tasks that were a center
piece of classic Al. We then underscore the importance of
generating new problems—for example, through processes like
question extraction, decomposition, and synthesis—as a catalyst
for more advanced problem solving. By framing LLM around
structured problem generation, future research can enable LLMs
to handle more complex problems with greater transparency and
reliability.

A-1 Limitations of LLMs on Reasoning

Llama3.3 is an exceptional model with diverse capabilities,
including accurate program generation, article writing, and
demonstrating professional knowledge. However, based on our
experiments, we believe that true reasoning ability is difficult to
achieve solely through next-token prediction. Llama3.3 lacks
the basic resolution capability, for example. To address this, we
are working to develop a logic-guided question generative
method to enhance the reasoning ability of an LLM.

A-2 Limitations of LLMs on Planning

We experimented how Llama3.3 approaches a classic blocks
world problem. Given the initial state, goal state, and allowed
moves, the LLM successfully provides a solution that achieves
the goal state. Our observations suggest that if a problem is
similar to a well-known example seen during training, LLMs
like Llama3.3 can make minor adjustments to produce
acceptable but not optimal solutions. However, in more complex
scenarios, the model struggles with true planning and fails to
generate valid solutions.

A-3 Limitations of LLMs on Combinatorial Problem Solving

A combinatorial problem finds solutions for an optimal
arrangement or ordering of distinct elements based on specific
rules. Sorting is a classic example of a combinatorial problem,
requiring the rearrangement of elements into a defined order.
The Graph of Thoughts (GoT) framework [7] aims to enhance
the reasoning capabilities of LLMs by representing information
as a graph, where its nodes correspond to individual thoughts
and edges denote their dependencies. This structure allows



LLMs to process complex tasks, such as sorting, by
decomposing them into interconnected reasoning steps. The
framework has demonstrated success in validating its sorting
ability in experiments. To further strengthen GoT’s
effectiveness, we propose integrating a more structured logical
system to ensure consistent rule-based reasoning. By embedding
logical principles directly, LLMs can achieve greater accuracy
and reliability, particularly in solving combinatorial problems
which require logical reasoning.

A-4 Limitations of LLMs on Relational Problem Solving

While LLMs have been employed for translating NLQs
(Natural Language Queries) into SQL, they face notable
limitations, particularly when facing complex queries and
unseen schemas. For instance, RAT-SQL [8] utilizes LLMs for
query conversion. It is trained on the Spider dataset that includes
a variety of pre-defined schemas, queries and the corresponding
SQL queries across different databases. The ability of RAT-SQL
heavily relies on the previously seen data in the training dataset.
The model still struggles to adapt to real-world scenarios
including situations where schemas may be new or evolve over
time. To address this, we plan to leverage GPS to explore
semantic resources, enabling LLMs to interact with specific
problem solvers.

B. Problem Generation

As far as we know, few papers have explored research idea
generation [9][10][11], but none explicitly discuss the process
of problem generation. Paper [11] is somewhat similar to our
approach, as it decomposes research problems from existing
papers and generates research ideas based on the decomposed
results. It uses LLMs to analyze research papers, extracting
semi-structured questions by identifying key concepts and
mapping them across varying levels of abstraction. We tried to
reproduce their extraction process using Llama3.3 to extract the
research problems from the original transformer paper,
Attention Is All You Need [2]. While the original Transformer
model was designed to address long-distance dependency
challenges in sequence transduction through self-attention, our
experiments show that Llama3.3's output overlooked the key
mechanism for problem generation, focusing instead on
parallelization and training times, emphasizing the need for
more precise extraction processes. To advance LLMs’ ability to
generate new problems, we plan to leverage semantic graph
representations integrated with logic-based systems. This would
enable the extracted problems to be more structured in order to
be expressed with greater precision, facilitating deeper semantic
understanding and ensuring alignment with complex research
contexts.

C. Solution Synthesis

Reasoning was interpreted as “a dynamic process to
integrate multiple knowledge to get new conclusions, rather than
direct recourse to memorized or provided first-hand
information” [12]. Key reasoning strategies include end-to-end
reasoning, forward reasoning, and backward reasoning. Forward
reasoning involves iteratively applying existing knowledge to
derive new insights until the desired answers are obtained. In
contrast, backward reasoning breaks problems into smaller sub-
problems, solving each step progressively until the final answers
are reached. While it remains uncertain whether LLMs adhere

to a desired reasoning chain to arrive at the correct final answer,
numerous studies have demonstrated that NLP models can be
guided toward the correct answer by decomposing questions
into a set of sub-questions [7][13][14][15]. These approaches
heavily rely on structured inputs and predefined reasoning
chains. In our approach, utilizing LLMs integrated knowledge
base to generate questions iteratively eliminates the need for
explicitly defined reasoning paths.

IV. CONCLUSIONS

In this position paper, we have highlighted several critical
limitations of employing current LLMs as problem solvers,
including their underdeveloped ability to perform complex
reasoning, the tendency to overlook unsolvable problems, and
shortages in generating meaningful problems.

We introduced the concept of Generative Problem Solving
(GPS) to address these challenges by focusing on systematic
problem generation and problem solving.

Our goal is to inspire discussions and collaborative work on
bridging classic and modern Al that may be started with the
transformation of LLMs into more robust, reliable, and versatile
problem solvers.
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